Proceedings of the 2005 Conference of the Australian Linguistic Society 1

Semantic Composition for NSM, Using LFG+Glue’

AVERY D. ANDREWS

School of Language Studies

The Australian National University
Avery.Andrews@anu.edu.au

Abstract

The Natural Semantic Metalanguage (NSM) program of Annarxfieka and her col-
leagues has a lot to say about the meanings of individual sydmat virtually no work has
been done on the problem of how to assemble these meaningsdiece meanings for ut-
terances, which is the problem of semantic compositionith&te major focus of formal
semantics. In this paper | begin to fill this gap by making sa@#nite proposals for doing
semantic composition in NSM using the ‘glue logic’ that hag proposed as a method of
semantic assembly for the syntactic theory of LFG.

Although many different generative syntactic theoriesldqurovide a basis for semantic
composition in NSM, LFG is a reasonable choice, becausenitbates to a relatively high
degree the properties of being formally explicit, easy e and applicable to a typolog-
ically diverse range of languages, and the architecturéc@+Glue provides a clean sepa-
ration between issues of semantic composition on the ong, lagual syntactic realization on
the other.

I will examine some issues that arise in composing expbeatior some of the valence op-
tions of the verbsvarn andgo, showing that naive substitution is insufficient, but tHhze t

typed lambda calculus can deal with the problems adducedvilNdso see that the problem
of composing explications should not be deferred indefyignce attempting to compose
explications can expose deficiencies which aren’t eviddr@gmthe explications are viewed
in isolation. | will conclude with a brief discussion of soroéthe problems afforded by
phenomena of quantifier scope.
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1 Introduction

The Natural Semantic Metalanguage (NSM) program of Wiekaband her colleaguthas
been extensively developed as a theory of lexical semariidshas no account at all of
semantic composition, the way in which word and constructieeanings are combined to
give meanings for novel utterances. This is a serious dafigjedbecause without such an
account, NSM has nothing to say about how people can unddrstain-principle infinite
range of utterances that they haven’'t encountered prdyiotsd it is a deficiency which it
would be good to address sooner rather than later, sincaatitey to compose explications
can reveal problems: explications which seem reasonaldy goisolation often produce
bad results when combined. So one can't just do lexical seosandefinitely and assume
that the results will continue to hold up when attention iméd to semantic composition.

In this paper I will show how to make a start on doing semardiogosition for NSM
by using Lexical-Functional Grammar (LFG) and ‘Glue LogicAlthough this is certainly
not the only possible approach—many contemporary sywcttdeories could do the job—it
IS a convenient combination, because LFG normalizes a gesditof cross-linguistic gram-
matical variation in terms of case-marking, agreementgwayder and other features of overt
structure into a far more uniform system of ‘f-structureghich is furthermore close to tra-
ditional conceptions of grammatical relations and inflmaail features such as tense, number
and case. Then Glue Logic (so named because it is based o afkingic, and is used
to ‘glue’ individual contributions to meaning into an integed result) provides a technique
whereby the f-structures (with further input from overt sbtuent structure, if necessary)
can constrain semantic composition. The net result is tR&+tGlue allows one to think
about problems of semantic composition in one languageowithaving to get enmeshed in
the details of overt syntax, but with reasonable confidehatthe results will carry over to
many other languages.

2 Variables and Substitution

Although NSM lacks an explicit account of semantic compositthere have been from
the beginning some implicit hints as to what might be invdlvia the form of upper case
‘variables’ in explications that appear to be intended egeta for substitution. An example
from Goddard (1998:205) that we will be discussing from @asi points of view is this
explication of the three-argument valence frame of the gerb

1See for example Goddard (1998), Wierzbicka and Goddard2)2@Md the NSM homepage hat t p:
/I ww. une. edu. au/ art s/ LCL/ di sci plines/linguistics/nsnpage4. htm

2For a thorough introduction to LFG, see Falk (2001); for réatiscussions of Glue Logic at introductory
and more advanced levels, see Andrews (2004, to appeadeAg@2004), Lev (2005), and Dalrymple (1999,
2001).
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(1) X wentfrom A to B (yesterday) =
before this X was in place-A
X wanted to be somewhere else
because of this, X moved for some time (yesterday)
because of this, after this, X wasn't in place-A anymore
X was in place-B

There are several features of this explication that requarement. One is the parenthesized
‘yesterday’, which | will take as an allusion to the fact tisaimething must be done about
tense and time reference, a problem that | will entirely rgn@\ substantive semantic point
is that it attributes volitionality to the subject. This rhigoe challenged on the basis that
sentences such dshn'’s suitcase went from New York to Karachi are fine, but observe that
John went from New York to Karachi implies that John at least intended to go somewhere, al-
though not necessarily to Karachi (he might have wanted to geay, Reykjavik, but got on
the wrong plane). And this sentence would not cover a saoatihere the CIA just shipped
John off to Karachi with no active involvement on his part.efiéfore, the explications for
go with human versus inanimate subjects would appear to berdift (higher animals such
as dogs can be treated either way, it seems to me). And finldlye are the instances of
‘place-’ prefixed to the variables A and B, which need to dpsgy under substitutions, and
which | will take as indications of the need for some sort gfeysystem, something which
we will be discussing later.

This use of variables in NSM is found as far back as Wierzb{d€¥2), and so may
be considered as an original feature of the framework. Amr¢asonable to suppose that
if we want to compose the meanings of the words in a senteroteasu

(2) 1/You went from Albury to Mildura

what we are supposed to do is substitute things based on piieagions of the NPs in the
sentence for the variables, in some manner prescribed byviere syntax. In (1), for the
variable X of the explication ofjo, the obvious thing to substitute is the semantic primitive
representing the subject itselfdr you), while for the source and goal proper names, | would
suggest that we simply substitute the names themselves.nlight be regarded as an eva-
sion of rather than a solution to the problem of proper namé¢3M (Goddard, pc), but it
has the virtue of being simple (and consider that all langeagem to have proper names,
and use them in pretty much the same way).

So one could envision a ‘naive subsitution-based’ appréademantic composition
in NSM, whereby some device uses explications as standprdiented together with the
grammatical structure to assemble word-explications (aagbe construction-explications)
into utterance explications. This is in fact not too far ofiav we will be actually suggest,
except that there turns out to be some pre-exisiting mattiesr(&/ped lambda-calculus) that
is relevant for organizing the substitutions. There aredwewr at least three problems that
might be adduced against the general approach, the firstioia, tvhich will be dealt with
here, and the other two requiring some more serious deveopmm following sections.

The trivial problem is that NSM is not supposed to be makirgafsabstract symbols,
which is what the variables appear to be. The answer is teaetbymbols can be thought of
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as ‘assembly symbols’, which are used only to orchestratmetc assembly, and disappear
from the final results, where only NSM primitives (‘contenyisbols’) are allowed. This
clarification of the policy is worth establishing now, sinaen we get to typed lambda-
calculus, the apparatus of assembly symbols becomes stiayamore imposing, and we
will have a use for a mathematical result to the effect thatee always tell when it will
disappear as required.

3 Accidence

A more substantial problem is that when we substitute diffeprimitives for X in (1), it
is sometimes necessary to make certain flow-on adjustmeithe form of the explication,
as required by phenomena of case-marking and agreemaetitioinally called ‘accidence’.
For example if the subject is ‘I', we want the last line of (&)te ‘| was in Mildura’, but if it
Is ‘you’, ‘you were in Mildura’. The problem will be more extsive for NSM explications
in languages where the role of case-marking and agreemegrdaser.

There are in principle at least two possible solutions te gnoblem. The first would
be to construct a system of ‘morphological fixup functionshich would take as inputs
combinations of primitives and perhaps other symbols sabk&Past+I, and would produce
as outputs actual words such w&as andwere. The facilities for the mid-90s activity of
MOO-programming could be adapted for this purpdbet | think a better approach would
be one that addressed some other issues at the same timasdocinalizing NSM syntax,
especially the valence properties of the primitives.

Although the use of grammatical constructions in NSM wagioglly rather free-
wheeling, working out a definite syntax has become a priogiplored in many of the
papers in Wierzbicka and Goddard (2002), although not obd#ises of formal syntactic pro-
posals. A rather salient problem is how to state the valecmmlyinatorial properties) of the
primitives in a uniform way, while the overt syntax of thefdient NL instantiations of the
NSM metalanguage show a wide range of variation in how syicteglations are expressed
in terms of surface word-order, case-marking, agreemantAaeasonable way to approach
this problem would be use some selection from the currehtiigoes of generative grammar
(construed widely to include all mathematically-basedrapphes to linguistic structure, not
just the GB/Minimalist tradition) to formalize NSM, by sketfj up first a universal system of
what we’ll call ‘NSM terms’, and then language-particulegridering schemes’ to convert
NSM terms into ordinary expressions (typically, monolodiscourses) in the various spe-
cific NL instantiations of NSM. So the NSM term fthisis good might be ‘GOOD(THIS)’,
with the rendering component for English NSM responsiblepimviding the copula, and
setting up the agreement and morphologically present tengee English version of the
explication.

The NSM terms will then lack phenomena of accidence, so tleatan do substitu-

3MOOs were user-programmable text-based virtual enviraispén which for example you might enter a
room and be told that you saw a lizard, and type somethingpilok up the lizard’. Then you would see on
your screen ‘you try to pick up the lizard, but it hisses angrses away’, while other people in the room would
see ‘Maal Dweb tries to pick up the lizard, but it hisses anarées away’. A description of these facilities can
be found ahtt p: // www. nwe. uf |l . edu/ wri ting/ hel p/ moo/j hc/ buil der hel p. shtm).
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tions into them without worrying about this problem, andldeith it later in the rendering
component. The resulting setup would have a significantmbkence to formal semantics,
with overt NL expressions connected to abstract formulasthere is a very important dif-
ference in the flow of explanation for meanings: in formal aatits, the abstract structures
are supposed to explain the meanings by virtue of some sanatiematical definitighof
entailment and other meaning-based relations betweeranttes, while in this view of for-
malized NSM, the abstract structures are part of an accduheasyntax of NSM, and the
meanings reside in the overt utterances.

Working out this kind of syntax for NSM is not a trivial projgand could be ap-
proached in various ways, but one thing which we are likelwaémt and will in any event
need for this paper is something called a ‘type system’, wben be thought of as a set of
categories into which expressions of a formalized languagefall. For example a phrase-
structure grammar has a simple, finite type system with rerésting structure, consisting
of its node-labels (phrase-types and parts of speech).

However most work on type systems focusses on infinitary astsnteresting struc-
ture, and some kind of ontological significance for the tyigetypically assumed. For ex-
ample there might be a typefor ‘entities’, and a type for ‘propositions’™ An infinite
system of types is then produced by means of ‘type constsictdich create new types
from combinations of old ones, of which the most essenti#thés‘exponential’ type con-
structor, which combines a typeand a type to produce the exponential type-b. This is
understood to be a type of expressions which combines wiitesgions of type to produce
expressions of type For example if ‘GOOD’ is of type—t and ‘THIS' is of type ¢’, then
‘GOOD(THIS)’ will be of typet.

This example illustrates that to go along with an exponétyijee constructor, we need
a syntactic construction which we will call ‘applicationvhereby a ‘predicate’ of an expo-
nential type is applied to an ‘argument’ of the input type fté £xponential, to produce an
expression of the output type of the exponerftidhere are various notations in circulation
for application; the one most commonly encountered in lisiies is to put the predicate
first, followed by the argument in parentheses.

What about predicates with two or more arguments? Since &fuat, the standard
way of dealing with these in formal semantics has been td thean as predicates which
apply to an argument to produce another predicate; for ebeaipvo place predicate such as
SEE would be of type—(e—t), so that ‘| see this’ would have the NSM term representation
‘SEE(THIS)(I)’, if we assume the widely followed convemianotivated by Marantz (1984),
of applying the ‘least active’ argument first. Notice nowttie NSM term, that the predicate

4Usually model-theoretic, but interest in deductivex acteseems to be increasing, as discussed recently
by Szabolcsi 2005.

5There is an issue as to whetheandt shouldn’t rather be ‘sorts’ (following Partee and Borsc(2804),
elements of the naive ontology of language), rather thaesypwe’ll see below that we definitely want there to
be types, and it is reasonable although not perhaps strietigssary to includeandt among these.

5People with some background in formal semantics might expeltear about functions here, but for the
purposes of formalizing NSM, we only want the syntactic aspef type-theory, not the model-theoretic ones,
at least in the first instance (it would be interesting to trydb model-theory on NSM, but not esssential).
Therefore | use the more grammatically-oriented term ‘fwae’.
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‘SEE’ applies to the argument immediately after it to progltiee predicate ‘SEE(THIS)’ of
typee—t, which then applies to the next argument, so that there iic¢inieftward grouping
of application expressions. This technique, called ‘cagl(after the mathematician H.B.
Curry, who used it extensively, although it appears to haenlnvented earlier), is a bit
hard for beginners to get used to, but allows us to do a grediudéeng only the exponential
type constructor.

Before moving on to the next problem, I'll point out that te@re some fairly difficult
issues involved with setting up a type system for NSM. Fomgxa, do we want to take
a rather syntactic view, and put ‘someone’ and ‘somethingthie same type, or a more
ontological/conceptual one, and have distinct persamgthypes? In the latter case, what do
we do about ‘semi human’ favored animals, such as dogs aadfoatvhich both ‘someone’
and ‘something’ don't seem to be very appropria@e animal/* someone/* something has
gotten into the garbage). | won’t advocate any particular position here, but wowdd
to assume that ‘someone’ and ‘something’ are of the same tygedifferent sorts. This
question also arises for the ‘place-’ qualifiers in the ecqdion (1).

Since we lack a worked out formalization of NSM, we will conte to write out ex-
plications informally in English NSM, although a properrual term system or equivalent
is ultimately wanted.

4 The Failure of Naive Substitution

Now we come to our third problem, which is that naive substtuis not enough. This can
be seen by considering an explication such as this one foetfiiswarn’ (Wierzbicka 2005),
and how we need it to behave under composition:

(3) X said something like this tb":
If you do not do this:
z
something bad can happen

Suppose we want to combine this with other explications toagmeaning for a sentence
such as:

(4) You warned me to go

For reasons that we will consider later, | suggest usingahewing explication for mono-
valentgo instead of Goddard’s (1998:204) original one:

(5) X does something becaugedoesn’t want to be in some place anymore
because of this, after thi& is in another place

If we just do our substitutions naively in the obvious way,weuld presumably end up with
something like this:
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(6) you said something like this to me:
If you do not do this:

X does something becaugedoesn’'t want to be in some place anymore
because of this, after thiX is in another place

something bad can happen

But this is clearly wrong, since (a) we have some unelimiohagsembly symbols in the
final result (b) this result concomitantly doesn't intugly mean anything, let along the right
thing.

The effect we would like to achieve is to have ‘you’ subsgttdr X in the ‘go’ expli-
cation, yielding this as final result:

(7)  you say something like this to me:
If you do not do this:

you do something because you don’t want to be in some placea@my
because of this, after this, you are in another place

something bad can happen

But naive substitution cannot achieve this, at least witthaging some of its naivete.

But fortunately, there is an established mathematicalrniecie that can achieve the
effect we want, which is flexible enough to have some plalisilas a general solution,
and has appropriate mathematical properties to be combiiteda formalized version of)
NSM. This is the typed lambda calculus, to which we turn inribgt section.

5 Typed Lambda Calculus

One way of thinking about the problem posed by the bad assegi®ipis that to eliminate it,
we need to get ‘you’ to substitute fof in the explication of the complement verb. Observe
that syntactic control won't help here, since the syntamtiatroller isme, associated with the
primitive ‘I’ rather than the desired “YOU'. But if we couldigger some further substitutions
inside of the explication of ‘warn’, things might work ouh particular, keeping in mind the
above discussion of the application construction for exmbial types, it might occur to us
to write down something along the lines of:

(8) X said something like this tb’:
If you do not do this:
Z(you)
something bad can happen

which expresses the hope thatcan be construed as a predicate of typet, which will
somehow apply to ‘you’ so as to produce our desired result.
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Typed lambda calculus (TLC) provides some rather deeplyerstdod facilities for
doing this kind of thing. For our current purposes, a hopgftraightforward way of under-
standing it is as a technique for extending any kind of forneal language that has a type
system, especially if that language already has an apiplicabnstruction. The ingredients
are as follows:

(9) a. Inthe type system, an exponential type-constructdrcarresponding application
construction, both of which may already be present.

b. For each type, an infinite number of variables of that tyfieese can be formally
represented with some symbol superscripted with the typgesabscripted by a pos-
itive integer €5, £§4, etc.), although people tend to informally use variousebstt
without subscripts, and omit the type superscripts whey'rthelear from context
(z¢, P, etc). The variables might already be present in the languaithough
probably not in the case of formalized NSM.

c. The ‘lambda X-) abstraction’ construction: given a terfhof typeb and a variable
X of type a, the lambda-abstract df by X is (AX.FE), of type a—b (meaning
roughly, something which, if fed something of typeproduces something of type
b). Syntactically, this is a technique for making new pretisabut of pre-existing
materials. Parentheses not needed for disambiguatiorsaediyiomitted.

We want to characterize this as an ‘extension’ of a formajlege, because the significance
of the lambda-abstraction is given by the rule gfreduction’, along with some additional
principles, which will eliminate the lambda-abstractidnem certain formulas, reducing
them to expressions in the original, unextended, langu@ges is clearly essential for any
NSM application, since we certainly don’t want the lambg@aratus in particular to appear
in final explications for utterances.

We now take a brief informal look at ho@rreduction works—a careful and thorough
account of the technicalities can be found in Hindley andlig€lL 986), and many introduc-
tions to formal semantics (although these tend to dwell emtbdel-theoretic interpretation
of TLC, which we don’t need for our present purposes). A cea@n-line presentation is
also provided by Pollard (2004).

Since the type of A X.E) will be a—b if X is of typea and E' is of typeb, we will be
able to put this in front of an expressiaghof typea, so as to get the following result of type
b:

(10) (A X.E)(A)
But what is (10) supposed to mean? Theeduction rule says, for a first approximation,

that what it means is what you get by takiag and replacing in it every ‘free’ occurrence
of X with A. A free occurrence of a variabl& in an expressiort’ is one that does not

"Unfortunately, Hindley and Seldin (1986) is currently ofipant, and any begins with the untyped lambda
calculus, so that a beginner would not find it easy to deal witly TLC. A relaxed but rigorous free-standing
introduction to the syntactic aspects of the TLC would beejuseful.
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occur inside any lambda abstraction wittiihwhose variable isX itself (these can be seen
as ‘protected’ by their binding). In particular, if our application expression is:

(11) (AX*| X does something becaudedoesn’t want to be|)(you)
in some place anymore
because of this, after thiX is in another place

(think of the box as an indication that the contents are aorimél NL rendition of an NSM
term, and note the omission of type superscripts on boungraaces of variables), we then
want the following to be the result of-reduction applying to (11):

(12) | you do something because you don’t want to be
in some place anymore
because of this, after this, you are in another place

It is hopefully clear how this will work, and that it will fit vilh the tentative explication (8).

But we should also say something about why we describedsloslg a ‘first approxi-
mation’ to3-reduction. A problem arises # contains any free variable that becomes bound
upon substitution intd’ (X itself doesn’t count, since original occurrences fre&idisap-
pear). If this were allowed to happen, the order in which we @reductions in complex
expressions would matter, which is something we don’t wattappen. To prevent it, i
contains any such free variables, we replace the variableghat would capture them with
others that won't. See Hindley and Seldin (1986:7-10) foauigful discussion of how this is
done (-conversion), and pg. 72-73 for the final rule of the systesreduction.

To move on to a complete assembly for our example, we needsierabdthat lambda-
abstracts can be nested within each other. So for example ifave expressioR of type
t, and variablesX, Y of typee, then we have expressignX.(\Y.E)) of type e—(e—t),
which, following (Hindley and Seldin 1986:3), we can contrently abbreviate aG\ X Y. F).
Now if we write (AXY.E)(B)(A), this will be g-reduced in two stages, by first replacing
the freeX’s in E with B, and then the fre&”’s with A (making any substitutions needed to
avoid wrongful capture of variables).

So now we can revise the explicationvadrn to:

(13) \Z¢'YeX¢©| X said something like this t&'":

If you do not do this:
Z(you)

something bad can happen

If we abbreviate (13) akl/arn and (11) asGo, the final result is that
(14) Warn Go)(you)(I)

reduces to the desired result (7).
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TLC can thus manage at least the kinds of substitutions #&nhgo be required to
do semantic assembly favarn, and so seems like a reasonable technique to start with,
especially because of the depth of understanding which éas achieved for it. Most im-
portantly, it is possible to mechanically tell whethreduction and the other rules of TLC
can convert a given expression to a ‘normal form’ in whichréhare no lambda-abstracts.
This is essential for NSM, due to the requirement that thesahsent from the final form of
an assembled explicatiof It is perhaps worth pointing out that in the syntacticaliypler
but mathematically much deeper ‘untyped lambda calcuthste isn’'t any mechanical way
to tell whether the lambda-abstracts can be removed fromengixpression, making this
not so suitable for use in conjunction with NSM.

6 Explications Under Composition

In addition to simply being able to manage semantic compwos{and therebynter alia,
making some progress towards allowing a meaningful coraparof NSM with formal se-
mantics), | said earlier that trying to compose explicagican reveal inadequacies, which
would better be revealed sooner than later.

An example of this is provided by Goddard’s (1998:204) ecqiion for monovalent
go, somewhat adapted by the removal of the time adverbial, laaddition of a lambda-
abstraction:

(15) AX.| Before this,X was somewhere

X wanted to be somewhere else
because of thisX moved for some time
because of this, after thi&l wasn't in this place anymore
X was somewhere else

Using this, what we will get foyou warned me to go will be an assembled explication like
this:

(16) you say something like this to me:
If you do not do this:

before this you are somewhere
you want to be somewhere else
because of this, you move for some time

because of this, after this, you aren’t in this place anymore
you are somewhere else

The problem of course is with the ‘before this you are some@/ltemponent. This is wrong
and makes no sense, because it is not part of what the addrfesam is being told to do,
but behaves like a presupposition of the warning.

8]t is generally thought that lambda abstractions are ne@dtite expression of certain kinds of sentence
meanings (Pollard 2001:2), but if current NSM isn’t too féfrtbe mark, this must be incorrect.
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This problem is avoided by the explication given in (11), vehm effect the presup-
position is built into the ‘anymore’ qualification in the diqation. Another feature of this
explication, not strictly relevant to the topic here, buttlionentioning briefly, is the replace-
ment of the X moved for some time’ component witlX* did something’. The justification
for this is a scenario such as the following.

Bob and Alice, characters in a science fiction story, getdavigh their present loca-
tion and decide to go to the Tau Ceti Mega Mall. They hop ontelgpbrtation platform,
then Alice uses her implants to set the destination as TCM@ aativate the machine. At
this point they instantly ‘go to the Tau Ceti Mega Mall’, watht anybody ‘moving for some
time’, or indeed, moving at all. But Alice’s use of her implano activate and direct a ma-
chine does seem to count as ‘doing something’, so that shgaaomewhere by doing this
(and Bob can count as going by proposing the destinatiorss@rding to Alice’s proposal).

The semantic behavior of presuppositions under syntantizeelding is notoriously
complex, and it remains to be seen if NSM can deal with all €aseeasily as it seems
to handle monovalent ‘go’ with the aid of the ‘ANYMORE’ prithie. For exampleagain
seems to afford some tough challenges, which make for a googarison with formal
semantics due to the extensive treatmengagdin in Kamp et al. (to appear) within the
framework of current Discourse Representation Theory.

7 Controlling Composition

The final thing we will do is to give a fairly brief indicatiorf bow LFG+Glue can organize

the assembly of the lambda-terms so as to produce the réisattsre have been wanting
to get. I'll for the most part assume basic LFG, although mgvreview hints at various

points. There are in fact a number different-looking butimeatatically equivalent ways in

which this can be done. One attempt at an explanation fonbegs in terms of things called
‘proof-nets’ is provided by Andrews (2004); here I'll try afférent approach based on the
use of ‘Natural Deduction’ as used by Asudeh and Crouch (&A@ Asudeh (2004), but

with a slight change in notation that might make it a bit maresessible to syntacticians.

To set the stage, consider what's involved in assembling @aimg for the sentence
John likes Mary. Assume we start with semantic contributions for the threeds, with
types as follows:

(17) Johrf, Mary*, Like* "
As far as the types alone are concerned, there are two pessibémblies:

(18) a. Like(John(Mary)
b. Like(Mary)(John

of which the grammar of English allows only (b) (assuming léesst-active argument first
convention).

One of several possible ideas for implementing such réistnie is to let the syntactic
structure enrich the type information in some manner thaildvdeliver the required con-
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straints. In LFG, the sentence will have as one of its syitaepresentation an ‘f-structure’
that looks pretty much like this:

(19) [susy g:[PRED ‘John]

TENSE PRES
'|PRED  ‘Likes(SUBJ, OBJ)

OBJ h:[PRED ‘Mary’]

For people whose LFG is rusty, an f-structure is a repretientaf the kind of informa-
tion about a sentence provided by traditional grammar, il yss in the way of parochial
assumptions, and more in the way of a worked-out mathenhdtanaework. The com-
ponents of the f-structure, which are the things surrourtfdedquare brackets, represent
grammatically significant units in the structure of the s@ct, which may be represented by
discontinuous sequences of words, or no words at all (in éise of ‘omitted arguments’),
and the upper-case grammatical function labels su@diusandOBJto their left indicate
the grammatical relations that the components bear to gaeh and the whole. These com-
ponents are themselves f-structures, so the whole f-steict therefore a composite made
of smaller f-structures, composed as specified by the laBelmmatical feature labels such
asTENSEalso appear to the left of grammatical feature values su¢tR&Ss which repre-
sent grammatical properties of the grammatical units. imdiagram, each f-(sub)structure
has an italic ‘tag’ in front of it, to facilitate external erence to the structure and its com-
ponents (these lack theoretical significance in themsgelugscan be used to help specify
theoretically interesting things, such as, for us, nowwhg in which the syntactic structure
constrains the semantic assembly.

Intuitively, one can think of the word¥ohn andMary as ‘delivering content’ of type
to the subject and object f-structure positions, which Beytandh substructures, respec-
tively, and the wordikes as collecting content from these positions and deliverimgfent
of typet to the f-structure of the whole sentericdlow suppose that, instead of being re-
stricted to being merely the types of our meaning-languagerfnalized NSM), the types
relevant for assembly also included an f-structure tagitinely interpretable as a location).
We could do this by taking the types to be pairs composed onsauéture tag and a se-
mantic type. The superscript notation for types becomd®ratnreadable if we do this, so
we’ll change the notation to put the type to the right of a opko that the types of (17) are
replaced by:

(20) John : <g,e>
Mary : <h,e>
Like : <h,e>—<g,e>—<f,t>

These types clearly constrain the semantic assembly indasieedl way, for this simple ex-

9The intuitions about content delivery and collection camiagle precise in the proof-net-based formulation
of Glue, as discussed for beginners in Andrews (2004).
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amplel®

And, happily, although our account of the kind of assemblyweat has so far been
intuitive, there is a pre-existing system (albeit much ygemthan TLC), that does what we
want. This is the ‘linear logic’ of Girard (1987), which is anant of standard logic in which
premises by default disappear when used, and so can onlyebeonse. This tends to strike
people as a rather bizarre feature to put into a logic, so ttvate it a bit, consider that
a person interested in the structure of valid arguments iglwant to count how often a
premise is actually used in order to derive a given conctuskor example we might have
two arguments to the effect that the world is doomed, one @htmaking no use at all of
the premise that George Bush is a imbecile, and another tlsmgremise three times (the
end of the world following from three bad decisions whoseitability each follows from
the GBI premise). Once you start counting premises, youasdally started doing linear
logic. And whatever its motivations and antecedents ind@ge, it immediately delivers an
essential feature of the semantic interpretation of NLa, word (and perhaps construction)
meanings are normally used once, and once only, somethinthvid easy to guarantee
when the syntactic structure is a tree, but not when it mightain multiattachments and
even cycles (since a given semantic contribution will beoemtered more than once on a
scan of the structuré}.

The technique whereby linear logic deductions are usedritb@semantic assembly
is a standard tool of categorial grammar, the notion of all@lol deduction’, in which the
formulas of some logical system are paired with objects aiesother kind, and deduction
rules whereby formulas produce formulas are paired witmaipe rule whereby the objects
paired with the premises produce an object paired with tinelogion. We can in fact inter-
pret the formulas of (20) in this way: to the left of the colomn,the ‘meaning side’, appears
an expression in our meaning language, and to the right,efglhe side’, a formula in lin-
ear logic, where the" arrow is conventionally replaced by the symbeb’, often glossed
‘lollipop’, which is standardly used to represent implicatin linear logic. If we add the
semantic types to the meaning sides, (20) becomes:

(22) Johri : <g,e>
Mary® : <h,e>
Likec™7t : <h,e> —o <g,e> —o <f,t>

The evident redundancy here will be discussed soon.

In the Natural Deduction formulation of linear logic, thdesl dealing with the—o
connective are-o-elimination and—o-introduction (basically the same things as traditional
Modus Ponens and Hypothetical Deduction, respectivelyle dssemblies needed for our
analysis ofwarn can all be done witho-elimination alone, which is traditionally formulated
in various ways, of which the ‘tree format’ is most suited éor present purposes:

19This can be seen as a slight extension of Klein and Sag’s j18&®n of ‘bounded closure’, which can
be seen as a sort of antecedent to the basic ideas of Glue &en{asudeh 2004:88-89).

| inear logic is one of a number of ‘substructural logics’ which a comprehensive introduction can be
found in Restall (2000). An incomplete but extremely uséitroduction to linear logic for linguists is Crouch
and van Genabith (2000).
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A—oB A _
(22) — —o-elim

Here the premises appear above the line, the conclusiowjeahal the name of the rule used
to justify the conclusion to the right of the line. Derivai®of arbitrary size can be made
by combining these structures together in trees (ordinayltside-up ones rather than the
upside-down ones favored by linguists); the linear logstrietion that every premise be used
once and once only amounts to the requirement that the trkeertea’'upwardly combining’
branches (re-entrancies), and that it be connected.

For semantic assembly, we need the labelled versier@lim, where the label of an
implication is a lambda-abstraction of ‘correspondingefyfto be defined more rigorously
below), and whato-elim does to the labels is apply the label of the implicatmthe label
of the other premise:

f:A—oB a:A )
(23) —o-elim
fa): B

This will only make sense if there is a systematic relatigméletween the structures of the
formulas on the right and the types of the labels on the lefi,\@hat we want for glue is in
essence the requirement that we can derive the semantifréype¢he formula by forgetting
the f-structural information, and replacing the connective with—.

More explicitly, the type that a meaning expression musehavorder to be paired
with a glue expression can be derived by the following costeerfunctionC:

(24) a. Ifaformulais a ‘literal’ of the form< f, a>, wheref is an f-structure tag andis
a type (of our TLC), the® (< f, a>) = a.

b. If a formula is of the formd — B, thenC(A — B) = C(A)—C(B).

Thanks to this relationship, we can omit the semantic typarmation from the glue side,
since it is predictable from that of the meaning siéle.

A pairing of a meaning expression with a glue expression ofggatible type is called
a ‘meaning constructor’, and the meaning constructors bf ¢an be assembled in only one
way, which can be made more familiar-looking to syntactisiy hanging the tree upside-
down, and made more horizontally compact by stacking thenmgaand glue expressions
vertically rather than separating them by colons:

12There is however a tradition of writing constructors in anfiat such as\ X Y.Like(X,Y) : g — f, with
content-free lambda-abstractions being used as pardadations of the semantic type on the meaning side,
and no information about the semantic type on the glue sislee ho pointin doing this. In situations where the
comma-separated argument notation is useful, one can uséalyle’s convention of treatinf(as, . . ., a,)
as syntactic sugaring fof(a,,) ... (a1) (the order-reversal is to respect the traditions used wisamgithe
comma-separated notation, where the most rather than disé detive argument tends to come first). We
are also omitting the ‘semantic projection’ from the meantonstructors, for reasons discussed in Andrews
(2004).
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(25)  like(Mary)(John

f
Johri like(Mary)
g K
Mary* likec—et
h h—og—of

Here we specify the semantic type information only on themmagsides of the leaves of the
tree, since itis predictable elsewhere; note also thatriear order of sisters isn’t significant.

Therefore, enriching the semantic type information witltriactural ‘locational’ infor-
mation allows the syntactic structure to constrain the rab$e of the individual semantic
contributions made by words and perhaps constructions.reTéiee however a few more
points to develop or expand upon before proceeding to aydyapproach to our actual
examples.

In the first place, exactly where do the meaning construcionse from? The answer
is that they come from the lexicon (and perhaps the PS ruies)he standard LFG process
of ‘instantiation’. In the lexicon, meaning-construct@n® listed in ‘uninstantiated’ form,
with functional designators such &s and ‘(1 SUBJJ in place of the f-structural tags, so that
the uninstantated form of the constructors of (21) will be:

(26) Johrf 1

Maryc : 7
Like=¢~t . (1OBJ)—o (] SUBJ)—o |

Instantiation is discussed in the basic LFG literature, hndfly in Andrews (2004), so
needn’t be considered further here.

So the production of the syntactic structure also producedi@ction of uninstantiated
meaning-constructors, whoge(and perhapg) arrows point to various c-structure nodes,
which are then instantiated, and functional designatark as(f SUBJ)resolved in the usual
way. This collection of instiantiated constructors mustrnthtbe assembled into a tree in
accordance with the rules of linear logic, of which we havéas@nly seen—o-elim, whose
operations bear a (non-coincidental, | think) similariiyBxternal Merge in the Minimalist
Program. Linearity means that each constructor can be uggaonce, and there is a further
constraint that all must be used, to produce a single tres&tamot locates content of type
(at least for declarative sentences) at the f-structurbefthole utterance.

We are now ready to take on tlw&arn example. This is a plausible proposal for its
f-structure, where the dotted arc indicates that the twactires it connects are actually the
same structure, linked into the the whole structure at tvacqs:
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(27) PRED ‘Pro’
|PERS I

JINUM  SG
CASE NOM

TENSE PAST

PRED  ‘Warn(SUBJ, OBJ, XCOMP

SUBJ

! PRED ‘Pro
‘INUM  SG
CASE ACC '
XCOMP i: SUBJ A ] :I ...... :

PRED ‘Go(SUBJ)

and these can be its instantiated meaning-constructong the analysis of functional con-
trol by arguments proposed by Asudeh (2002), and using coentabbreviations for the
explications of the verbs:

(28) I g

you : h
Warn : (h—i)—oh-—-og—of
Leave : h —o1

(we continue to ignore tense).

Now the full assembly will look like this in our modified treeriat:

(29) warngo)(1)(YOU)

f
/\
YOU* warn go)(1)
g g—of
I/mn(go)
h h—og—of
gda—>t war e—t)—e—e—t

As discussed by Asudeh, the double appearance of the fsteutagh in the meaning
constructor forwarn as both antecedent of an embedded implication argumentasuadh
argument, allows this f-structure to in effect play two seti@roles in the structure, ‘under-
stood subject’ of the infinitival complement, and ‘objec#ifvee’ of the verlwarn. and the
NSM explications compose as required.
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At this point we could say that the basic mission is accorhplis we've showed how
to use LFG+Glue to compose explications for the words in Karple we have been con-
sidering (and a reasonable range of similar ones). But w&wvéar only used the rule of
—o-elim, and if this was all there was to semantic compositgmpler mechanisms than
glue would be sufficient. Much of the interest in Glue is dué@sability to deal with more
complex assembly issues such as quantifier scope, in whidiewe to relate a single NP
in the syntax to two positions in the semantics, one the jpos#ppropriate to its semantic
role, the other appropriate to its scope. A very simple exangmafforded by the ambiguity
of sentences like (30), which can have either the sense of (&):

(30) everybody didn't go
a. itis not the case that everybody went
b. nobody went

Under current LFG, the f-structure for this example (botiags) would be something like:

(31) QUANT  ‘Every’
SUBJ ¢:|PRED  ‘Pro’
. HUMAN +
f'POL NEG
TENSE PAST
PRED ‘Go(SUBJY

Like the overt phrase-structure, this f-structure doe®ptesent the scope facts.

With Glue Semantics, the representation of the scope antigigis accomplished by
the meaning-constructors associated with quantifiergthay with how the linear logic de-
ductions work. In currently standard treatment, NL quaarsfiare treated as generalized
guantifiers in the sense of Barwise and Cooper (1981) (thergaious alternatives under
development). This means that they are viewed as predioggrsintransitive verb mean-
ings, so that their meaning type(is—t)—t. In an extensional truth-theoretic account, for
examplegverybody went is true if and only if the set of ‘goers’ is included in the setéry-
body’, which is the set of predicates that are true of all peollore generally, one can say
that they are ‘properties of properties’: the propertyerybodymay or may not be true of the
propertywent which may or may not be true of any particular person.

The underlying assumptions of NSM are so different froméwfghe truth-conditional
approach from which this treatment of quantifiers emergatsahalyses are unlikely to trans-
port from one to the other without a great deal of adjustméat,all, but | think it's worth
showing how Glue manages the ambiguity in order both to detnate@ some features of
Glue, and also to pose some basic issues that NSM will havestiondth in order to succeed
in this area. Standard constructors for the negative andtijiea would be as follows, with
formal rather than substantive meaning sides:

(32) Ned™ : T —of
Everybody~9=t . (1 o H) o H
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The Negconstructor applies to content located at the f-structurera the negative marker
introduces the negative polarity feature, so that for eXaniphe f-structure were:

(33) |suBJ g¢|PRED ‘Johl}

f'lPOL  NEG
PRED ‘Go(SUBJ)

then the instantiated constructors would be:

(34) Johrt : ¢
Negf—’t  f—of
Got g—of

and the assembly would be:

(35) Neg Go(John)
f

Go(Jﬁ\NegH
/ f—of

/\
Go*! Johrt
g—of g

This illustrates how Glue assembly can ‘expand’ a relayivialt f-structure into a more hi-
erarchical pattern of applications of predicates to argusy@n important resource whereby
Glue can deal with some of the problems created by the reldtatness’ of f-structure as
opposed to overt phrase structure. The linear logic prgpket premises disappear when
used is also useful here, for without it, we might expect tbgative to apply multiple times
to whatever the meaning associated with the f-strucfurappened to be.

The quantifier constructor has a novel feature, the appea@ithe variablé? where
we expect arf or | arrow. This variable is standardly interpreted as a unaléasy’ quan-
tifier in the linear logic; it would also be possible to intexpit as a freely instantiable f-
structure variable, that can be identified with any othdrdeture produced by the solution
algorithm, or even novel one that isn’t. Remarkably, as showDalrymple et al. (1997),
the principles of the logic will prevent this apparently iguinderconstrained scheme from
producing excess readings in classical examples sueveasrepresentative of a company
demonstrated a product, where naive ‘quantifier extraction’ techniques tend todpiee Six
readings, but there are actually only five.

Returning to example (30), the only viable instantiatidits#ar) universal quantifier
bindings of theH variable is tof of (31), so that the instantiated meaning-constructors are
effectively:

(36) Everybody~Y~t . (g—o f)—of

Neg=™ : f—of
Go™' : g—of
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These have two valid glue assemblies, the first using enkglim, which you should be
able to work out at this point, the other usiag-introduction rule (traditional Hypothetical
Deduction), which we haven't discussed yet, but turn to now.

The purely logical version of this rule lets us derive a casmnB from a ‘provisional
assumption’A, and then ‘discharge’ the assumption by deriving the c@icluA — B,
which then no longer depends on the premids& he traditional tree formulation of this rule
IS:

[A]
@) 4
A—oB

—o-intr’

where the brackets represent the provisional charactdrecAssumptiond, and the super-
scripts the relationship between the assumption and thectied step whereby it is dis-
charged.

When labels are added, the provisional premise is labellddawariable not used in
any other premise, of type compatible with its formula, amthie —-elim step, the label of
the derived formulaB (which will contain a free occurrence of) is lambda-bound by
in the conclusion. Adapting this notation to the upside-ddrge format in an obvious way,
the derivation of the wide-scope sense of (30) can be depiiki this:

(38) Everybody)\X.Neg(Go(X)))
f
/\
AX.Ned Go X)) Everybody—9~
lg — T (9—of)—of
Ned Cl‘O(X )
f
caX)  Neg
f f—of
¥ G
9" g—of

The last (topmost) two steps of this derivation are exadlyialent to ‘base generating’ the
interpreted output of quantificational NP-raising as déstt by Kratzer and Heim (1998),
making them somewhat reminiscent of ‘Internal Merge’ in bieimalist Program.

—o-elim and —o-intr constitute the ‘implicational fragment’ of linearde, which is
sufficient for many interesting glue analyses, althoughd&$u(2004) argues for and makes
use of an additional rule of ‘tensor elimination’ which h&e teffect of binding on two
variables at once. Lev (2005) argues for an alternativeyaisabf some of these phenomena
which does not require this rule and can be done within thdigaonal fragment, but the
issues are still open.
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We have now seen how Glue can represent the scope ambiguiityhiat about the
actual meanings? Here is an initial proposal. As frequemiintioned gverybody doesn’t
normally mean everybody in the universe, but all of the peaplsome restricted domain,
which the speaker can be taken as thinking of. This suggeststhing like this:

(39) AP¢~t| if somebody is one of the people | am thinking about,
then P(this person

But it is then not so clear how we should deal with the negati®T is one of the cur-
rently standard primitives, but to get decent results fgatiee sentences under composition
it often seems to be necessary to render it as somethinghiiges not true: 7, yielding
something like this for the wide-scope reading:

(40) if somebody is one of the people | am thinking about, then
this is not true:

this person did something because this person
wanted to be somewhere else

And similarly for narrow scope:

(41) thisis not true:
if somebody is one of the people | am thinking about, then

this person did something because this person
wanted to be somewhere else

It is an awkward feature of this approach that we don't seeipet@able to render English
verbal negation with the NOT primitive alone, but have togdf&RUE into the explications
as well. This could be taken to indicate a problem with thisrapch to explicating these
constructions, but at least it serves to present some oftwes that NSM must deal with
here.

8 Conclusion

Therefore, we see that the f-structures provide a sort ofidmwork whereby the meanings
encoded in meaning constructors for words can be assemiiednieanings for complete
utterances; this technique can also be extended to cotetrsicby associating meaning
constructors with certain phrase-structure rules as veeligh lexical items (Asudeh and
Crouch 2002). However, although we can do this for some coctsbns, it is clear that

many challenges remain.

As | mentioned at the beginning LFG+Glue is clearly not thé/ darmal theory of
syntax that can be used for this purpose, but the rathettitvadi nature of the f-structure
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representation means that it is potentially relativelyessthble to descriptivists, while the
considerable degree of abstraction from the details oteestence form that the f-structures
provides means that the results of investigation of comjoostan be expected to be reason-
ably transportable between different syntactic framewakwell as different languages.
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